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Abstract—The routine use of a single radionuclide for patient imaging in nuclear medicine can be complemented by studies employing two tracers to examine two different processes in a single organ, most frequently by simultaneous imaging of both radionuclides in two different energy windows. In addition, simultaneous transmission/emission imaging with dual-radionuclides has been described, with one radionuclide used for the transmission study and a second for the emission study. There is thus currently considerable interest in dual-radionuclide imaging. A major problem with all dual-radionuclide imaging is the “crosstalk” between the two radionuclides. Such crosstalk frequently occurs, because scattered radiation from the higher energy radionuclide is detected in the lower energy window, and because the lower energy radionuclide may have higher energy emissions which are detected in the higher energy window. We have previously described the use of Fourier-based restoration filtering in single photon emission computed tomography (SPECT) and positron emission tomography (PET) to improve quantitative accuracy by designing a Wiener or other Fourier filter to partially restore the loss of contrast due to scatter and finite spatial resolution effects. We describe here the derivation and initial validation of an extension of such filtering for dual-radionuclide imaging that simultaneously 1) improves contrast in each radionuclide’s “direct” image, 2) reduces image noise, and 3) reduces the crosstalk contribution from the other radionuclide. This filter is based on a vector version of the Wiener filter, which is shown to be superior [in the minimum mean square error (MMSE) sense] to the sequential application of separate crosstalk and restoration filters.

I. INTRODUCTION

THE routine use of a single radionuclide for patient imaging in nuclear medicine can be complemented by studies employing two tracers labeled with different radionuclides to examine two different processes in a single organ. Such studies most frequently employ simultaneous imaging of both radionuclides in two different energy windows, yielding perfectly registered image pairs. This approach has been in use for over a decade, for example in parathyroid disease (e.g., [1]), and more recently in liver disease [2], cardiac disease (e.g., [3] and [4]–[7]), and studies of brain perfusion [8]. In addition, simultaneous transmission/emission imaging has been described in single photon emission tomography (SPECT) (e.g., [9] and [10]), with one radionuclide used for the transmission study and a second for the emission study. There is thus currently considerable interest in dual-radionuclide (also known as dual-isotope) imaging.

A major problem with all dual-radionuclide imaging is the “crosstalk” between the two radionuclides. Such crosstalk frequently occurs, because scattered radiation from the higher energy radionuclide is detected in the lower energy window, and because the lower energy radionuclide may have higher energy emissions which are detected in the higher energy window. Depending on the energies of emissions from the two radionuclides, the positions of the energy windows relative to these emissions, and the energy resolution of the imaging system, the crosstalk contribution may be of either lower or higher spatial frequency in character. For example, in the case of TI-201 and Tc-99m, the crosstalk from Tc-99m into the TI-201 window is primarily from multiply scattered photons and Pb X-rays from the collimator, and is thus primarily low frequency in character, while the crosstalk from TI-201 into the Tc-99m window is from both unscattered and scattered photons, and thus contains some higher frequency information [10]. On the other hand, in the case of Tc-99m and I-123, much of the crosstalk is from unscattered photons, because of the close proximity of the two photopeaks and pulse height blurring due to energy resolution effects, and thus may contain significant high frequency information [11].

Crosstalk has been demonstrated to be a major problem in many dual-radionuclide imaging studies. For example, Ivanovic and coworkers [12] used Monte Carlo simulations to demonstrate that the crosstalk component may be as high as 50% for certain brain imaging situations. Weinstein and coworkers [7] and Kiat and coworkers [13] demonstrated similar magnitude effects in myocardial perfusion SPECT. Kiat concluded that the “simultaneous dual-radionuclide protocol should not be used until satisfactory techniques for correction of Tc-99m crosstalk are developed.” There is thus only one published study indicating minimal effects of crosstalk [14]; this study used phantoms with large defects. An accompanying editorial [15] warned of the limited utility of these findings in human SPECT studies.

Most investigators did not propose solutions to the crosstalk problem, but instead sought to minimize the crosstalk con-
tribution (e.g., through the use of asymmetric energy windows; [11]). Investigators interested in simultaneous transmission/emission imaging (e.g., [9] and [10]) have described methods which attempt to reduce crosstalk effects. For example, Frey and coworkers [10] modeled the crosstalk as a contribution to the other window proportional to the direct window image, and empirically obtained proportionality constants (which they referred to as corruption factors). In essence, a fraction of each direct window image (determined by the appropriate proportionality constant) was subtracted from the other window, although the exact implementation was more analytically correct than this oversimplified statement. Bailey and coworkers [9] modeled the imaging process as linear, shift-invariant, and wide-sense stationary. They described the crosstalk from the higher energy radionuclide into the lower energy window as the convolution of the higher energy radionuclide’s distribution with a crosstalk function (which they referred to as the point spread function for the higher energy radionuclide as seen in the lower energy window). In practice, since the true distribution for the higher energy radionuclide was unknown, an empirically modeled scatter function was convolved with the higher energy window image, and the resulting “crosstalk image” subtracted from the lower energy window image. Knesauerk [16] extended this approach to dual-radionuclide TI-201/Tc-99m cardiac SPECT. He showed significant improvement in quantification of the distribution of TI-201 in a cardiac phantom as a result of crosstalk correction. Knesauerk’s goal was only to “remove” the crosstalk contribution to each image, resulting in images which were still degraded by direct blur and noise. Presumably, these images could then be corrected by a conventional restoration filter (e.g., [17–28]), although this was not proposed by Knesauerk.

We propose a new approach, vector Wiener filtering, that simultaneously considers direct blur, noise, and crosstalk. This approach is based on an extension of the use of two-dimensional (2-D) Fourier filters, usually referred to as image restoration filters, in nuclear medicine. While many different image restoration filters have been described in the general image processing literature (e.g., [29]), the filters used in these nuclear medicine studies were typically based on the measured point spread function (PSF), and its Fourier transform, the modulation transfer function (MTF), and characteristics of the image itself. Such filters seek to minimize the mean-square error between the filtered image and the original object; a prototypical image restoration filter is the Wiener filter [30]. We here hypothesize that dual-radionuclide SPECT imaging can be conceptualized as a vector imaging problem [31], and that a vector version of the Wiener filter can be used to simultaneously 1) improve contrast in each radionuclide’s direct image, 2) reduce image noise, and 3) reduce or eliminate the crosstalk contribution from the other radionuclide. We further hypothesize that our approach is superior (in the MMSE sense) to the sequential application of separate crosstalk and restoration filters. Below, we first present the derivation of the vector Wiener filter (VWF), followed by a theoretical analysis that demonstrates its superiority to sequential crosstalk and restoration filtering. We then consider implementation issues, and present the results of computer simulations.

II. VECTOR WIENER FILTER (VWF)

The Wiener filter for vector-valued images has been explored by several groups within the frameworks of multispectral image restoration [32], multichannel image restoration [33], and multiframe image restoration [34]. An overview of these approaches is provided in [35]. The derivations of the VWF within these papers apply to digital images with multiple values at each pixel. These images are represented by vectors of dimensionality equal to the number of pixels in the image times the number of values at each pixel. By using the standard expression for the linear minimum mean square error (LMMSE) estimate (cf. [29]), a linear algebraic form of the Wiener filter is easily written. Application of the discrete Fourier transform (DFT) operator leads to a discrete Fourier Wiener filter for vector-valued images [33]. In this paper, we derive from first principles a continuous Fourier Wiener filter for vector-valued images. We believe that this derivation and result are more accessible to the medical imaging community than previous discrete derivations and results (cf. [33]), since the final form is similar to the “usual” Wiener filter in standard textbooks (e.g., [30]). The tradeoffs and approximations typically required for practical implementation are therefore more easily discovered from this form of the filter. The derivation follows from the principle of orthogonality, widely used in the derivation of LMMSE solutions [36]. Since we are not concerned with causality in imaging systems, we avoid the difficulty issues associated with spectral matrix factorization, which occur in vector time-series implementations of the Wiener filter [37].

A. Notation

We have chosen to use conventional signal processing notation in the following derivation. Here, $x$ and $y$ are the input and output functions, respectively, not independent variables (i.e., they are not spatial locations). Independent variables are represented by $t$, $s$, and $\tau$, and represent 2-D locations. The derivation and solution are most conveniently written using matrix notation. In keeping with standard notation, vectors and matrices are indicated with boldface type—e.g., $x$ and $y$ are vectors and $H$ and $G$ are matrices. Matrices containing Fourier transforms are denoted using script type—e.g., $\mathcal{S}$, $\mathcal{G}$, and $\mathcal{H}$. Since our result is derived on the continuum, images are not viewed as finite vectors, but as functions on the plane.

B. Observation Model

We model the dual-radionuclide imaging process as a linear, shift-invariant, multi-input/multi-output system [31]. The two true radionuclide distributions $x_1$ and $x_2$ are blurred by the imaging system’s impulse response functions $h_{ij}$, $i, j = 1, 2$, and noise is added, producing the observations $y_1$ and $y_2$ as follows:

$$y_1 = h_{11} \ast x_1 + h_{12} \ast x_2 + n_1 \quad (1a)$$

$$y_2 = h_{21} \ast x_1 + h_{22} \ast x_2 + n_2 \quad (1b)$$

where $\ast$ denotes convolution. Here, $y_1$ and $y_2$ represent observations corresponding to the true distributions $x_1$ and $x_2$ of
the same dimensionality. Thus, if $y_1$ and $y_2$ are 2-D projection data, $x_1$ and $x_2$ are the corresponding 2-D true distributions; if $y_1$ and $y_2$ are three-dimensional (3-D) reconstructed data sets, $x_1$ and $x_2$ are the corresponding 3-D true distributions. Impulse response $h_{ij}$ represents the response to radionuclide $j$ in energy window $i$. When $i = j$, $h_{ij}$ produces direct blurring, and when $i \neq j$, $h_{ij}$ produces crosstalk blurring. Although one can expect a noise contribution resulting from each source, we make the simplifying assumption that these independent noise contributions can be combined and modeled as a single noise contribution to each window.

The cross-blurring functions represent the contamination of direct emissions received in one window by emissions from the other radionuclide. In practice, the higher energy radionuclide significantly contaminates the lower energy window (usually via Compton scattering), but the reverse is not always true. In other words, one of the cross-blurring functions may be of much lower magnitude. However, we treat the more general case here for deriving the relations by not placing any restrictions on these functions.

From the observed $y_i$ and knowledge of $h_{ij}$, we wish to obtain the best estimates of $x_j$, which we denote as $\hat{x}_j$. We find that these estimates are given by

$$\hat{x}_1 = g_{11} * y_1 + g_{12} * y_2$$

$$\hat{x}_2 = g_{21} * y_1 + g_{22} * y_2$$

(2a, 2b)

where $g_{ij}$ are the optimal (vector) Wiener filter impulse responses prescribed by the derivation given below. In keeping with the previous notation, $g_{ij}$ denotes the filter applied to the $i$th observation (energy window) that contributes to the estimate of the $j$th source (radionuclide distribution). It is important to note that, in general, both observed images contribute toward both estimates. This particular mathematical formulation provides the basis for the approach described here.

It is convenient to represent the observation and filtering processes with vector notation. Letting $y = [y_1 \, y_2]^T$, $x = [x_1 \, x_2]^T$, and $n = [n_1 \, n_2]^T$, (1) can be written as

$$y = H * x + n.$$  

(3)

Here, $H$ is a matrix of impulse responses given by

$$H = \begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix}$$

and $*$ represents vector convolution, which is defined by

$$(H * x)_i = \sum_{j=1}^{2} h_{ij} * x_j.$$  

The filtering process given by (2) can similarly be written with vector notation as

$$\hat{x} = G^T * y$$

(4)

where $\hat{x} = [\hat{x}_1 \, \hat{x}_2]^T$ and

$$G = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix}.$$  

(5)

With the observation and filtering processes written in this form, we can now derive $G$.

### C. Wiener Filter Derivation

A Wiener filter is the LMMSE estimator of a wide-sense stationary random process given observations of that random process over an infinite interval [36]; it is optimal in that sense. A VWF extends this result to the estimation of vector-valued random processes. The LMMSE estimator impulse response functions $g_{ij}$ are derived using the orthogonality condition [36], which states that the estimation error is orthogonal to the data. This condition can be written as

$$E[(\hat{x}(t + \tau) - x(t + \tau)) y^T(t)] = 0, \quad \forall t, \tau$$

(6)

where $E[\cdot]$ denotes expectation. Using (4) and (6) it can shown that $G$ must satisfy

$$R_{xy}(\tau) = G^T(\tau) * R_{yy}(\tau), \quad \forall \tau$$

(7)

where the autocorrelation matrices $R$ are given by

$$R_{xy}(\tau) = \begin{bmatrix} R_{x_{1}y_{1}}(\tau) & R_{x_{1}y_{2}}(\tau) \\ R_{x_{2}y_{1}}(\tau) & R_{x_{2}y_{2}}(\tau) \end{bmatrix}$$

(8)

and

$$R_{yy}(\tau) = \begin{bmatrix} R_{y_{1}y_{1}}(\tau) & R_{y_{1}y_{2}}(\tau) \\ R_{y_{2}y_{1}}(\tau) & R_{y_{2}y_{2}}(\tau) \end{bmatrix}.$$  

(9)

where $R_{y_{1}y_{2}}(\tau) = E[y_{1}(t + \tau)y_{2}(t)]$ and

$$G^T(f) = S_{xy}(f)S_{yy}^{-1}(f), \quad \forall f$$

(10)

where $f$ is the (2-D) frequency variable corresponding to $\tau$ and $S_{xy}$ and $S_{yy}$ are the (element-by-element) Fourier transforms of $R_{xy}$ and $R_{yy}$, respectively. Note that this is a matrix equation where superscript $-1$ represents matrix inverse.

Equation (10) is the fundamental form of the VWF. To complete the derivation, we now use the observation equation (3) to find explicit expressions for $S_{xy}$ and $S_{yy}$. Using (3) and the assumption that $x$ and $n$ are uncorrelated, it can be shown that

$$R_{xy}(\tau) = R_{xx}(\tau) * H^T(-\tau)$$

(11)

where $R_{xx}$ is defined analogously to $R_{yy}$ above. Taking Fourier transforms and using the convolution theorem yields

$$S_{xy}(f) = S_{xx}(f)H^H(f)$$

(12)

where the superscript $H$ stands for conjugate (or Hermitian) transpose. Using a similar procedure, it can be shown that

$$R_{yy}(\tau) = H(\tau) * R_{xx}(\tau) * H^T(-\tau) + R_{nn}(\tau)$$

(13)

and

$$S_{yy}(f) = H(f)S_{xx}(f)H^H(f) + S_{nn}(f).$$

(14)

Substituting (12) and (13) into (10) yields the VWF

$$G^T(f) = S_{xx}(f)H^H(f)[H(f)S_{xx}(f)H^H(f) + S_{nn}(f)]^{-1}.$$  

(15)

The quantity $G^T(f)$ is a matrix of Fourier transforms, which upon inverse Fourier transformation yields $G^T$, the matrix of the Wiener filter impulse responses.
The form of $G$ in (15) permits the comparison of the VWF with the conventional (scalar) Wiener filter. In nuclear medicine, it is common to write the scalar Wiener filter as

$$G = H^{-1} \frac{|H|^2}{|H|^2 + S_n/S_X}$$

where the notation is the scalar analog of our vector notation. Since $|H|^2 = HH^*$ (where superscript * denotes the complex conjugate), this equation can be rearranged as

$$G = S_X H^*[HH^* + S_n]^{-1}.$$ 

Comparison of this equation with (15) emphasizes the essentially equivalent form of the scalar and VWF's. This structural similarity facilitated our understanding and implementation of the VWF.

D. A Comparison to Sequential Filtering

The simultaneous consideration of direct blur, crosstalk, and noise produces a Wiener filtered image with a resultant mean-square-error which is lower than that achievable by the sequential application of a filter which only addresses crosstalk (e.g., such as that described in [16]) followed by a conventional (single-radionuclide, scalar) filter (such as that described in [26]). Since this is an important point that distinguishes these approaches, we now provide a theoretical argument which justifies this conclusion.

Ignoring noise, our observation model of (3) is $Y = H \ast X$, which in the Fourier domain can be written $\mathcal{Y} = \mathcal{H}X$, where $\mathcal{H}X$ is a matrix multiplication. Then, if $\mathcal{H}$ is invertible, one could form $X = \mathcal{H}^{-1}Y$. To get the direct blurred version of $X$ back again (in the Fourier domain), we just multiply the first and second elements of $X$ by the Fourier transforms of $h_{11}$ and $h_{22}$, respectively. This is equivalent to premultiplying $X$ by a diagonal matrix $\mathcal{H}_d$ having only the diagonal elements of $\mathcal{H}$. It can be shown that the method of Knesaurek [16], which gives an estimate of the direct blurred observations, is exactly (in the Fourier domain)

$$\mathcal{K} = \mathcal{H}_d \mathcal{H}^{-1} \mathcal{Y}.$$  \hspace{0.5cm} (16)

Now, suppose one substitutes the actual observation equation (3) into (16). This yields

$$\mathcal{K} = \mathcal{H}_d X + \mathcal{H}_d \mathcal{H}^{-1} \mathcal{N}.$$ 

This shows that the $X$'s uncouple (because $\mathcal{H}_d$ is diagonal) but the noise components couple (because $\mathcal{H}_d \mathcal{H}^{-1}$ is not diagonal). Writing separate scalar equations in real-space gives

$$k_1 = h_{11} \ast x_1 + a \ast n_1 + b \ast n_2$$
$$k_2 = h_{22} \ast x_2 + c \ast n_1 + d \ast n_2$$

where $a, b, c, d$ are functions determined by taking the inverse Fourier transform of $\mathcal{H}_d \mathcal{H}^{-1}$. This could be written as

$$k_1 = h_{11} \ast x_1 + n_3$$
$$k_2 = h_{22} \ast x_2 + n_4$$

which, on the surface, looks suitable for application of separate scalar Wiener filters. However, three things are wrong with this approach.

1) The first filter can involve only $S_{nx3}$, the power spectral density of $x_1$; the second involves only $x_2$. Therefore, any correlation between $x_1$ and $x_2$ cannot be accounted for in this approach.

2) In this approach, $n_3$ and $n_4$ are implicitly treated as uncorrelated (because of the use of separate scalar filters). However, since $n_1$ and $n_2$ contribute to both $n_3$ and $n_4$, $n_3$ and $n_4$ must be correlated.

3) $n_3$ and $n_4$ are no longer white noise processes, since they have incurred convolution during the Knesaurek transformation. Any attempt to whiten each noise component separately before filtering ignores their inherent correlation. Whitening the two noise components simultaneously can only be accomplished by "undoing" the Knesaurek transformation; then the optimal filter is ours.

In summary, in the sequential filtering approach, there is no way to model the correlation of $x_1$ and $x_2$. High correlation between $x_1$ and $x_2$ is expected to frequently occur, particularly in brain imaging studies. There is no way to model the correlation of $n_3$ and $n_4$ caused by the Knesaurek transformation. Finally, the nonwhiteness of $n_3$ and $n_4$ would have to be first undone before applying a standard Wiener filter. Therefore, the sequential application of Knesaurek's method followed by two scalar Wiener filters is suboptimal—i.e., produces a larger mean square error—and is not equivalent to our vector Wiener approach.

E. Implementation

In practice, (15) is directly used to yield the Fourier transforms of the four filter impulse responses $g_{ij}$ which, together, form the VWF. Computation of $G$ requires knowledge of the four impulse response functions, $h_{ij}$, and the spectral density matrices $S_{XX}$ and $S_{NN}$.

The impulse response functions are obtained by direct measurements as follows. Two points sources, each containing one of the two radionuclides, are made by placing a small drop of liquid containing the radioactivity in the end of a capillary tube. Four images are acquired, representing the two radionuclides and the two energy windows; these yield $h_{ij}$. In practice, the point sources should be placed in a scattering phantom whose geometry mimics the clinical imaging situation of interest—e.g., head or thorax.

The spectral density matrices $S_{XX}$ and $S_{NN}$ are estimated using a modification of an approach used in conventional Wiener filtering [26]. First, we estimate $S_{YY}$ using the Welch averaged periodogram method [38], [39]. Each image is treated as nine overlapping subimages, and their periodograms are computed; the estimate of $S_{YY}$ is the average of these periodograms. Next, we assume that the noise components are uncorrelated with each other and that each noise component is white; this implies that $S_{NN}$ is a diagonal matrix. The intensity of each noise component is estimated by averaging the diagonal terms in $S_{YY}$ at frequencies above that at which $H_{11}$ is less than 0.05.
To estimate $S_{xx}$ we rearrange (14) as follows:

$$S_{xx}(f) = \mathcal{H}^{-1}(f)(S_{yy}(f) - S_{uu}(f))(\mathcal{H}(f))^{-1}$$

(17)

where the estimated power spectral densities $S_{yy}$ and $S_{uu}$ are used. This equation is ill-posed, since the calculation of $\mathcal{H}^{-1}$ can be numerically ill-conditioned. We use a simple regularization procedure in which the determinant of $\mathcal{H}$ in the cofactor expansion of $\mathcal{H}^{-1}$ is not allowed to be less than 0.01.

The actual restoration process can be implemented either in real space or Fourier space. The real space implementation uses the filter impulse responses $g_{ij}$, obtained by inverse Fourier transformation of $G$, and directly calculates (2). The Fourier space implementation takes the Fourier transforms of $y_i$, denoted $Y_i$, and calculates the Fourier transforms of $\hat{x}_j$, denoted $\hat{X}_j$, using [cf. (2)]

$$\hat{X}_1 = G_{11}Y_1 + G_{21}Y_2$$

(18a)

$$\hat{X}_2 = G_{12}Y_1 + G_{22}Y_2.$$  

(18b)

The estimates $\hat{x}_j$ are then obtained through inverse Fourier transformation.

III. COMPUTER SIMULATIONS

Here, we present preliminary results from the 2-D shift-invariant implementation of this filter, using simulated data. An initial implementation of the approach was performed using MATLAB (The MathWorks, Inc.) on a Silicon Graphics Indigo-2 workstation. Below, we present computer simulations using both regular-shaped objects and realistic brain data from actual magnetic resonance imaging (MRI) data. To get a quantitative measure of the errors, we define the percentage root-mean-square (\%rms) error as

$$\%\text{rms} = \sqrt{\frac{\sum (T - E)^2}{N}} \times 100$$

where

- $T$ original, true image pixel value;
- $E$ estimated image (either observed or filtered) pixel value;
- $N$ number of pixels in a region-of-interest (ROI) for which the \%rms error is calculated.

A. "Pillbox" Images

In this illustrative example two 256 by 256-pixel "pillbox" images shown in Fig. 1(a) and (b) were used as the sources $x_1$ and $x_2$ respectively. The boxes were 32 by 32 pixels in size, 10 in each image. In $x_1$ the boxes had pixel values of 100 with a background of zero, and in $x_2$ they had pixel values of zero, with a background of 100. There were ten boxes in each image, eight at nonoverlapping locations and two at locations that overlapped boxes in the other image. The direct blur impulse response functions were 7 by 7 pixels with values 1.0/6 in all except the central pixel, which had the value 0.5. The direct blur impulse responses each added up to one. The cross blur impulse response function $h_{12}$ was a 7 by 7-pixel uniform blur, with each pixel having the value 0.5*(1/49). The cross blur impulse response function $h_{21}$ was a 3 by 3-pixel uniform blur, with each pixel having the value 0.5*(1/9). The cross blur impulse responses each added up to 1/2. Zero-mean, white, Gaussian noise with variance 25 was added. The observations $y_1$ and $y_2$ are shown in Fig. 1(c) and (d), respectively, the \%rms error between these observations and the truth is 116.2% and 22.6%, respectively. The estimates $\hat{x}_1$ and $\hat{x}_2$ are shown in Fig. 1(e) and (f), respectively; the percent mean square error between these estimates and the truth is 17.7% and 8.1%, respectively. All \%rms figures for this simulation were calculated over the entire image.

This example demonstrates the VWF’s capability to simultaneously reduce crosstalk, blur, and noise. The significant numerical improvement in the \%rms figures is bolstered by visual inspection of Fig. 1. First, we note that the strong crosstalk present in the observations is virtually absent in the estimates. (Small ghost-like outlines of the boxes from Radionuclide 1 are evident in (f) if one looks carefully). Such crosstalk removal is not always possible, however; it depends in large part on the relationships between the direct blur and cross blur impulse responses. Second, we note that the box edges are much crisper in the estimates than in the observations.

B. Human Brain Simulations

We created realistic simulated brain images which incorporated direct blur, crosstalk, and noise. These simulations were based on actual MRI human data, utilizing an approach we have previously described [40]. To summarize, MRI scans were acquired on a 1.5 T scanner, with a "spoiled grass" (SPGR) pulse sequence (TR = 65, TE = 5, flip angle = 45, NEX = 2). The resulting data sets had 64 slices (1.5 mm spacing), with each slice represented by a 256 x 256 matrix (0.94 mm/pixel). These images were segmented into gray matter, white matter, and cerebrospinal fluid by fitting the observed gray scale histogram with three Gaussian distributions that minimized the cumulative error. A 3-by-3 median filter was run on the result to reduce outliers.

In the simulations shown here (cf. [8], [11]), gray matter was assigned a value of 100, white matter a value of 25, and cerebrospinal fluid a value of zero for radionuclide 1. Gray matter was assigned a value of 25, white matter a value of six, and cerebrospinal fluid a value of zero for radionuclide 2. Radionuclide 1 was a simulation of Tc-99m; radionuclide 2 was a simulation of I-123. In radionuclide 2’s image, the head of the cadaver on the viewer’s right was assigned a value of 37.5. The two source images are shown in Fig. 2(a) and (b). Actual point spread functions from a Picker Prism 3000 SPECT scanner (energy resolution 9.7%) were used to model direct blur and crosstalk. Measurements were in air, in the center of the scanner, and normalized per mCi. Normalization resulted in crosstalk functions whose areas reflected quantitative crosstalk fractions. Measurements were obtained from ramp-filtered reconstructed images of point sources of Tc-99m and I-123, utilizing a 15% symmetric window for both Tc-99m and I-123. This resulted in two direct functions and two crosstalk functions [11], which were
used to produce the simulated observed data. The I-123 to Tc-99m crosstalk function had an area 1/4 that of the direct Tc-99m impulse response function; the Tc-99m to I-123 crosstalk function had an area 1/20 that of the direct I-123 impulse response function. Gaussian noise was added to each image. The variance was 64 for radionuclide 1’s image and 16 for radionuclide 2’s image. The resulting observed images are shown in Fig. 2(c) and (d). Note that in Fig. 2(c)–(h) the background has been set to zero for improved visualization of the brain.

We performed two different types of crosstalk correction and Wiener filtering. First, we performed the vector Wiener filtering described here. Second, for comparison with the best available published approach, we performed sequential crosstalk correction with Knesaurek’s method [16] followed by conventional (scalar) Wiener filtering on each radionuclide’s image. The filtered images are shown in Fig. 2(e)–(h).

As shown in Fig. 2(c) and (d), our simulation of the SPECT imaging process indicates significant reduction in resolution, significant noise, and modest crosstalk. The sequential application of Knesaurek’s crosstalk correction and scalar Wiener filtering (“K + WF”; Fig. 2(e) and (f)) results in images with significantly increased contrast and reduced noise compared with the observations. The use of our VWF [Fig. 2(g) and (h)] produces further increases in contrast and resolution. Note, for example, the better delineation of the caudate heads, and the more accurate shape and apparent thickness of the cortex in Fig. 2(g) and (h) compared with either the observations (Fig. 2(c) and (d)) or the images after “K + WF” filtering [Fig. 2(e) and (f)]. The improvement within the caudate head is further demonstrated in Fig. 3, where the grayscale values of each image along a row passing through the caudate heads is plotted. This plot clearly shows the significant reduction in noise and increase in quantitative recovery possible with Wiener filtering, with better recovery for the VWF than for “K + WF” filtering.

In Table 1 we report the %rms error for three ROI’s: 1) the whole image, 2) the brain, and 3) a 5 x 5-pixel box within the caudate head. Within the whole image or the brain, there is a modest reduction in %rms error with either filtering approach, the VWF being slightly better. Within the caudate head, there is a substantial reduction in %rms error—roughly a 30% reduction with Knesaurek followed by scalar Wiener filtering, and roughly a 48% reduction with vector Wiener filtering. Since brain SPECT images are frequently interpreted with region-of-interest analysis, such reductions are important, and the difference between “K + WF” filtering and vector Wiener filtering is significant.

In Fig. 4, we show the magnitudes of the four filters $G_{ij}$ that were used to produce the images in Fig. 2(g) and (h). These one-dimensional (1-D) plots of the filters’ magnitudes...
were obtained by averaging a given filter's values at each radial frequency. The two "direct" filters, $G_{11}$ and $G_{22}$, have an appearance similar to that of conventional Wiener filters: an upslope for recovery followed by a roll-off for noise reduction. The two "cross" filters, $G_{12}$ and $G_{21}$, have an unusual double-peaked appearance. It is worth noting that the notch frequency is 10 for both $G_{12}$ and $G_{21}$; this corresponds to the large peak in both $G_{11}$ and $G_{22}$. The notch in $G_{11}$ corresponds to the first peak in $G_{12}$ and $G_{21}$. A complete intuitive understanding of the detailed shapes of these four filters would require careful examination of the complex interactions between $\mathcal{H}_{ij}$, $S_{xx}$, and $S_{nn}$. However, simple inspection of the filters in this figure highlights their interplay in addressing the multichannel properties of the dual-radionuclide imaging situation.

IV. DISCUSSION

Dual-radionuclide imaging is currently receiving renewed attention in nuclear medicine. It offers a powerful approach to the simultaneous imaging of two different physiologic functions, producing images in perfect registration in a clinically useful time. It also offers the possibility of providing registered transmission images for use in attenuation correction in SPECT. However, the use of two simultaneous radionuclides requires correction for crosstalk.

Several groups have previously described the use of Wiener or other Fourier restoration filtering in simultaneously improving image contrast and reducing noise. We have argued that such filtering improves contrast through scatter compensation, and that such compensation is due to repositioning of events, rather than their elimination through subtraction [41]. We now have described a significant extension of these previous efforts through derivation of a new filter formulation, the VWF, and its initial validation in computer simulations. Our approach also builds on convolution-based crosstalk correction schemes previously described by others (e.g., [9] and [16]), and is the analytic combination of restoration filtering and convolution-based crosstalk correction. It has the major advantage of simultaneously considering the three major sources of image degradation: direct blur, crosstalk, and noise. In doing so, the VWF provides a MMSE optimized result.

Inspection of the images in Section III demonstrates improved contrast and reduced noise. The quantitative analyses demonstrate the reduction in root-mean-square (rms) error achievable with such filtering, and its superiority to crosstalk correction followed by conventional Wiener filtering. This reduction in error is due to a combination of signal recovery and noise reduction, although it is difficult to quantify each contribution separately. Inspection of the images also shows a change in noise texture, in that the noise power has shifted...
to lower frequencies. The noise texture is thus "blob-like" in character. This is a common occurrence with Wiener filtering. We have previously shown that this change in noise texture does not adversely affect quantitative accuracy (as reflected in region-of-interest analysis), and that high frequency noise is reduced (as reflected in pixel-by-pixel noise analysis) [28].

A critical issue requiring further study is the practical approach to full characterization of the two crosstalk functions
in a shift-variant system. In such a system, spatially varying \( h_{ij} \) would have to be used. While the convolution operations in (2) could be performed through numerical integration in such a situation, the Fourier-based derivation of the filter impulse responses would not be possible. Although it is important to work toward a shift-variant version, we note that the current assumption of shift-invariance used in Wiener filtering appears sufficiently adequate to produce significant improvements (e.g., [16], [26], [28]). A further issue which has been only partially addressed in the literature (e.g., [12]) is the dependence of the crosstalk functions on the specific windows used. Complete validation of our approach and its assumptions will require more comprehensive computer simulations, actual phantom experiments, and animal experiments. These latter will be particularly important in modeling the complex attenuating environment (including scattering) in clinical imaging situations, particularly myocardial perfusion SPECT [15].

In theory, vector Wiener filtering may be applied at either the projection or reconstructed image level. The advantage of filtering projection data is that we can include variable distances from the detector/collimator to the center of the organ of interest, variable signal-to-noise ratios, and a better model of noise. The “danger” of projection filtering is that the projection data set may become inconsistent, in the mathematical sense, after projection-specific filtering. We believe that it is actually more likely that the restoration will make the data more consistent. The advantage of filtering reconstructed images is that a single vector filter is used, ensuring consistency (and speed). However, the noise is no longer white or Poisson in the reconstructed images, and that it is partially correlated pixel-to-pixel [42]. It is thus not clear which approach, projection data or reconstructed image filtering, is best, and further work is warranted.

A comprehensive simulated reconstructed data set would include the effects of scatter, attenuation, depth-dependent blurring, and position-dependent crosstalk. In addition, noise would be simulated as partially correlated pixel-to-pixel and non-Poisson in nature. Here, we have chosen to present preliminary results with a simplified set of simulations, that ignores attenuation and scatter, treats blurring and crosstalk as shift-invariant, and adds uncorrelated Gaussian noise. These simplifications make the simulated data more consistent with the model used to derive and implement the VWF, and may thus give better results than are possible in practice. However, much of the previous work with conventional Wiener filtering, which has yielded useful clinical results, utilized similar simplifications in implementation (e.g., assumption of shift-invariance and white noise). Furthermore, since the point spread functions for the brain simulations were measured in air, we probably underestimated the amount of crosstalk present in a clinical imaging situation. (We measured these in air to be consistent with our pillbox simulations, which also did not model scatter.) Accordingly, we may have underestimated the potential degree of improvement offered by vector Wiener filtering.

Finally, we acknowledge that while Wiener restoration filtering is becoming increasingly popular in nuclear medicine, it is not currently in widespread use. We believe this is due to the need to carefully measure the imaging system’s MTF, which a typical user is not able to easily perform. It is also true that least-squares optimization may be appropriate for optimizing quantitative accuracy but not for optimizing diagnostic accuracy of visual interpretation. Thus, a parametric form of the VWF may be useful in some circumstances. In the future, it would be worthwhile to investigate modification of (15) to add an additional adjustment parameter. In this regard, the similarity of (15) to the scalar filter, as shown in Section II-B, should facilitate such an addition.

V. CONCLUSION

We have described the derivation, implementation, and initial validation of a vector or matrix version of the Wiener filter for use in dual-radiouclide imaging. This filter simultaneously 1) improves contrast in each radionuclide’s “direct” image, 2) reduces image noise, and 3) reduces or eliminates the crosstalk contribution from the other radionuclide. We have further analytically and empirically demonstrated that this filter is superior (in the MMSE sense) to the sequential application of separate crosstalk and restoration filters. This filter should prove useful in dual-radiouclide imaging, including those with two emission studies and simultaneous transmission/emission imaging.
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