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Abstract

Markov Random Field (MRF) models are a popular tool for vision and image processing. Gaussian MRF models are particularly convenient to work with because they can be implemented using matrix and linear algebra routines. However, recent research has focused on non-discrete valued and non-convex MRF models because Gaussian models tend to over-smooth images and blur edges. In this paper, we show how to train a Gaussian Conditional Random Field (GCRF) model that overcomes this weakness and can outperform the non-convex Field of Experts model on the task of denoising images. A key advantage of the GCRF model is that the parameters of the model can be optimized efficiently on relatively large images. The competitive performance of the GCRF model and the ease of optimizing its parameters make the GCRF model an attractive option for vision and image processing applications.

1. Introduction

Markov Random Field (MRF) models are a popular tool for solving low-level vision problems. In the MRF model, the relationships between neighboring nodes, which often correspond to pixels, are modeled by local potential functions. The parameters of these functions can be effectively learned from training samples. The power of learning and inference in an MRF makes it a popular choice for low-level vision problems including image denoising [12], stereo reconstruction [3], and super-resolution [18].

However, learning and inference in MRFs are, in general, nontrivial problems. Because of the nonlinear and non-convex potential functions used in many MRFs, sophisticated sampling-based algorithms are often used for parameter learning [21, 12]. Unfortunately, sampling algorithms can be slow to converge. For certain types of discrete-valued graphs, there are efficient algorithms such as graph cuts [3] and loopy belief propagation [5], but learning still remains a hard problem.

Gaussian Markov random fields, which are MRFs where the variables are jointly Gaussian, have a long history in computer vision research [14]. Gaussian models are particularly convenient to work with because the inference in Gaussian models can be easily accomplished using linear algebra. Algorithms for numerical linear algebra are well understood, and efficient implementations are available. Nevertheless, Gaussian Markov random fields can result in over-smoothed images when the potential functions for neighboring nodes are homogeneous or isotropic, i.e., identical everywhere.

Typically, the key to success with Gaussian Markov random fields is to have the neighboring potential function dependent on the input signal, as in [10, 17]. These homogeneous or anisotropic Gaussian MRFs can overcome the weakness of the homogeneous ones by reconstructing piecewise smooth image with desirable properties. Because the potential functions now depend on the signal these MRFs are no longer generative models, but are instead conditional models. Therefore, these Gaussian MRFs can also be called Gaussian conditional random field (GCRF). In GCRFs, the parameters that describe how each potential function depends on the input signal are typically designed empirically and hand-tuned to generate the desired results. Although this might be feasible when there are few parameters, this approach does not scale-up when automatically designing and optimizing larger, more general models.

In this paper, we show how the parameters of GCRF can be efficiently for low-level vision tasks. We derive the learning algorithm by minimizing the error in the MAP solution of the model for the training samples. This tractable method of training, described in Section 3, enables the GCRF model to improve on the results produced by the more complex, non-convex Field of Experts model. The fact that GCRF models are relatively easy to train and can perform as well as more complicated models makes them potentially useful for a number of low-level vision and image-processing tasks. To demonstrate the convenience and power of the model, example implementations are available at http://www.eecs.ucf.edu/~mtappen.

Section 2 describes the GCRF model. The training algorithm is described in Section 3. Related work and models are discussed in Section 4. The GCRF model is compared to the Field of Experts model in Section 5.

2. Motivating the GCRF Model

The Gaussian Conditional Random Field (GCRF) model can be motivated in two ways: probabilistically as a Conditional Random Field [6], or as an estimator based on min-
imizing a cost function. Section 2.1 shows how the GCRF estimator can be motivated as a probabilistic model, while Section 2.3 shows how it can be motivated as the minimum of a quadratic cost function.

2.1. Basic Gaussian Conditional Random Field Model

Before presenting the actual Gaussian Conditional Random Field (GCRF) model used to denoise images, this section will first describe a GCRF model for images that suffers from the problem of oversmoothing. Section 2.2 will then show how this model can be improved to handle sharp edges and give much better results.

This GCRF model is defined by a set of linear features that are convolution kernels. For a set of features, \( f_1, \ldots, f_{N_f} \), the probability density of an image, \( \mathcal{X} \), conditioned on the observed image, \( \mathcal{O} \), is defined to be

\[
p(\mathcal{X}) = \frac{1}{Z} \exp \left( - \sum_{i=1}^{N_f} \sum_{x,y} \left( (\mathcal{X} \ast f_i)(x,y) - r_i(x,y; \mathcal{O}) \right)^2 \right),
\]

(1)

where \( (\mathcal{X} \ast f_i)(x,y) \) denotes the value at location \((x,y)\) in the image produced by convolving \( \mathcal{X} \) with \( f_i \). We assume that this image only contains those pixels where the entire filter fits in \( \mathcal{X} \). This corresponds to “valid” convolution in MATLAB. The function \( r_i(x,y; \mathcal{O}) \) contains the estimated value of \( (\mathcal{X} \ast f_i)(x,y) \). For each feature \( f_i \), the function \( r_i \) uses the observed image \( \mathcal{O} \) to estimate the value of the filter response at each pixel. In the rest of this paper, \( r_i(x,y; \mathcal{O}) \) will be shortened to \( r_i \) for conciseness.

The exponent:

\[
\sum_{i=1}^{N_f} \sum_{x,y} (\mathcal{X} \ast f_i)(x,y) - r_i^2
\]

(2)

can be written in matrix form by creating a set of matrices \( F_1 \ldots F_{N_f} \). Each matrix \( F_i \) performs the same set of linear operations as convolving an image with a filter \( f_i \). In other words, if \( \mathcal{X} \) is a vector created by unwrapping the image \( \mathcal{X} \), then \( F_i \mathcal{X} \) is identical to \( \mathcal{X} \ast f_i \). These matrices can then be stacked and Equation 2 can be rewritten as

\[
(F \mathcal{X} - r)^T (F \mathcal{X} - r),
\]

(3)

where

\[
F = \begin{bmatrix}
F_1 \\
F_2 \\
\vdots \\
F_{N_f}
\end{bmatrix}
\quad \text{and} \quad
r = \begin{bmatrix}
r_1 \\
r_2 \\
\vdots \\
r_{N_f}
\end{bmatrix}.
\]

Equation 3 can be rewritten in the standard form of the exponent of a multivariate normal distribution by setting the precision matrix, \( \Lambda^{-1} \), to be \( F^T F \) and the mean, \( \mu \), to \((F^T F)^{-1} F^T r \).

Note that the difference between \((\mathcal{X} - \mu)^T \Lambda^{-1}(\mathcal{X} - \mu)\) and Equation 3 is the constant \( r^T r - \mu^T \mu \). However, this value is constant for all \( \mathcal{X} \), so it only affects the normalization constant, \( Z \), and the distributions defined using Equation 1 or \( \Lambda \) and \( \mu \) are identical.

2.2. Utilizing Weights

One of the weaknesses of the GCRF model in Equation 1 is that it does not properly capture the statistics of natural images. Natural images tend to have smooth regions interrupted by sharp discontinuities. The Gaussian model imposes smoothness, but penalizes sharp edges. In applications like image denoising, optic flow, and range estimation, this violates the actual image statistics and leads to oversmoothing.

One way to avoid this oversmoothing is to use non-convex, robust potential functions, such as those used in [18] and [12]. Unfortunately, the convenience of the quadratic model is lost when using these models.

Alternatively, the quadratic model can be modified by assigning weights to the various terms in the sum. For example, if the filters, \( f_1 \ldots f_{N_f} \), include derivative filters, the basic GCRF model penalizes the strong derivatives around sharp edges. This causes the images estimated from basic GCRF models to have blurry edges. Using the observed image to lower the weight for those derivatives that cross edges will preserve the sharpness of the estimated image. It should be noted that this example is illustrative. Section 3 will show how use training data to learn the relationship between the observed image and the weights.

Adding weights to the exponent of Equation 1 can be expressed formally by modifying Equation 2:

\[
\sum_{i=1}^{N_f} \sum_{x,y} w_i(x,y; \mathcal{O}, \theta) ((\mathcal{X} \ast f_i)(x,y) - r_i)^2,
\]

(4)

where \( w_i(x,y; \mathcal{O}, \theta) \) is a positive weighting function that uses the observed image, \( \mathcal{O} \), to assign a positive weight to each quadratic term in Equation 4.

In the denoising example that is described in Section 5, the weight function associated with each filter is based on the absolute response of the observed image to a set of multi-scale oriented edge and bar filters. These filters will be shown later in Figure 2. These filters are designed to be sensitive to edges. The underlying idea is that these filter responses will enable the system to guess where edges occur in the image and reduce the smoothness constraints appropriately.

Assigning a weight to each quadratic term improves the model’s ability to handle strong edges. For a term based on a derivative filter, the weight could be increased in flat regions of the image and decreased along edges. This would enable the model to smooth out noise, while preserving sharp edges. Section 3 will discuss how to learn the parameters, \( \theta \), of this weighting function.

The potential difficulty in using this model is the fact that the weights must be computed from the observed image. This will be problematic if the observed image is too noisy or the necessary information is not easy to compute. Fortunately, as Section 5 will show, the system is able to perform well with high-noise levels when denoising images. This indicates that good weights can still be computed in high-noise problems.
2.3. Cost-Function Perspective

The GCRF model can also be motivated from a cost-function point of view. Let \( h(\mathcal{O}; \theta) \) be an estimator that uses the observed image, \( \mathcal{O} \), to estimate an image. The estimate is the image \( \mathcal{X} \) that minimizes the quadratic function:

\[
\sum_{i=1}^{N_f} \sum_{x,y} w_i(x, y; \mathcal{O}, \theta) ((\mathcal{X} \ast f_i)(x, y) - r_i)^2.
\]

(5)

Again, \( r_i(x, y; \mathcal{O}) \) has been shortened to \( r_i \) for conciseness.

Because Equation 5 contains a quadratic cost function, the minimum can be computed using the pseudo-inverse. Using the matrix notation from Section 2.1, this pseudo-inverse can be expressed as:

\[
h(\mathcal{O}; \theta) = (F^T W(\mathcal{O}; \theta) F)^{-1} F^T W(\mathcal{O}; \theta) r.
\]

(6)

In this equation, we have introduced a diagonal matrix \( W(\mathcal{O}; \theta) \) that is a function of the observed image and parameters \( \theta \). This diagonal matrix is a block-diagonal matrix constructed from the diagonal sub-matrices \( W_1(\mathcal{O}; \theta) \ldots W_{N_f}(\mathcal{O}; \theta) \). Each entry along the diagonal in the \( W_i(\mathcal{O}; \theta) \) matrices is equal to the weight of a term at a particular pixel, \( w_i(x, y; \mathcal{O}, \theta) \).

3. Learning the Parameters of a GCRF

Before the model described in the previous section can be used, the parameters of the weighting functions, \( w_i(x, y; \mathcal{O}, \theta) \), must be chosen. Traditionally, the parameters of Conditional Random Fields are found by maximizing the likelihood of the training data. Using the GCRF model from 2.2, the conditional log-likelihood of a training sample \( T \), conditioned on an associated observation \( \mathcal{O}_T \), is

\[
- \sum_{i=1}^{N_f} \sum_{x,y} w_i(x, y; \mathcal{O}_T, \theta) ((\mathcal{T} \ast f_i)(x, y) - r_i)^2
\]

\[
- \log f_X \exp \left( - \sum_{i=1}^{N_f} \sum_{x,y} w_i(x, y; \mathcal{O}_T, \theta) \times ((\mathcal{X} \ast f_i)(x, y) - r_i)^2 \right) d\mathcal{X}
\]

(7)

and its partial derivative with respect to a parameter \( \theta_i \) is:

\[
- \sum_{i=1}^{N_f} \sum_{x,y} \frac{\partial w_i(x, y; \mathcal{O}_T, \theta)}{\partial \theta_i} \times ((\mathcal{T} \ast f_i)(x, y) - r_i)^2
\]

\[
+ \frac{1}{Z} \int_{\mathcal{X}} \exp \left( - \sum_{i=1}^{N_f} \sum_{x,y} w_i(x, y; \mathcal{O}_T, \theta) \times ((\mathcal{X} \ast f_i)(x, y) - r_i)^2 \right) d\mathcal{X}.
\]

(8)

Notice that the integration on the right-hand side of Equation 8 can be rewritten as an expectation. This implies that computing the gradient of the log-likelihood with respect to the parameters requires computing the expected values of the clique potentials or feature functions. For a Gaussian model, the first step in computing these expectations is inverting the inverse covariance matrix (precision matrix).

The key difficulty with using the log-likelihood to fit the GCRF parameters lies in this matrix inversion. While the matrix \( (F^T W(\mathcal{O}; \theta) F) \) is sparse, \( (F^T W(\mathcal{O}; \theta) F)^{-1} \) will be dense. For a 256 \times 256 image, storing this dense matrix in memory with single-precision values will require 16GB of memory. In addition, inverting a matrix is an \( O(N^3) \) operation, making it infeasible for large images.

3.1. Discriminative Learning for GCRFs

The matrix inversion can be avoided by instead penalizing the difference between the mode of the conditional distribution and the ground truth. The penalty is expressed using a loss function \( L(\mathcal{Y}, \mathcal{T}) \) that assigns a loss for an image \( \mathcal{Y} \) based on its difference from the ground-truth image \( \mathcal{T} \). In the GCRF model, the mode of the conditional distribution is the conditional mean, so the cost, \( C(\theta, \mathcal{O}, \mathcal{T}) \), associated with a particular set of parameters \( \theta \) is

\[
C(\theta, \mathcal{O}, \mathcal{T}) = L \left( (F^T W(\mathcal{O}; \theta) F)^{-1} F^T W(\mathcal{O}; \theta) r, \mathcal{T} \right).
\]

(9)

The parameters \( \theta \) can be found by minimizing \( C(\theta, \mathcal{O}, \mathcal{T}) \) using gradient descent techniques. For convenience when computing the gradient, we define \( \mu \) such that

\[
\mu = (F^T W(\mathcal{O}; \theta) F)^{-1} F^T W(\mathcal{O}; \theta) r.
\]

(10)

Using the chain rule, the partial derivative of \( C(\cdot) \) with respect to a parameter \( \theta_i \) is

\[
\frac{\partial C(\theta, \mathcal{O}, \mathcal{T})}{\partial \theta_i} = \frac{\partial C(\theta, \mathcal{O}, \mathcal{T})}{\partial \mu} \frac{\partial \mu}{\partial \theta_i}.
\]

(11)

Note that \( \frac{\partial C(\theta, \mathcal{O}, \mathcal{T})}{\partial \mu} \) is a \( 1 \times N_p \) vector, where \( N_p \) is the number of pixels in the image, equal to

\[
\begin{bmatrix}
\frac{\partial C(\theta, \mathcal{O}, \mathcal{T})}{\partial \mu_1} \\
\vdots \\
\frac{\partial C(\theta, \mathcal{O}, \mathcal{T})}{\partial \mu_{N_p}}
\end{bmatrix}
\]

and the derivative vector \( \frac{\partial \mu}{\partial \theta_i} \) is an \( N_p \times 1 \) vector with each element equal to \( \frac{\partial \mu_j}{\partial \theta_i} \) (\( j = 1, \cdots, N_p \)).

If the loss function is the squared-difference between \( \mu \) and the ground-truth image, \( \mathcal{T} \), then

\[
C(\theta, \mathcal{O}, \mathcal{T}) = (\mu - \mathcal{T})^T (\mu - \mathcal{T}),
\]

and

\[
\frac{\partial C(\theta, \mathcal{O}, \mathcal{T})}{\partial \mu} = 2(\mu - \mathcal{T}).
\]

3.2. Differentiating \( \mu \)

The vector \( \mu \), defined in Equation 10, can be differentiated with respect to a parameter \( \theta_i \) using the matrix derivative identity:

\[
\frac{\partial \mu}{\partial \theta_i} = (F^T W(\mathcal{O}; \theta) F)^{-1} F^T \frac{\partial W(\mathcal{O}; \theta)}{\partial \theta_i}.
\]

(12)

Using this identity,

\[
\frac{\partial \mu}{\partial \theta_i} = - (F^T W(\mathcal{O}; \theta) F)^{-1} F^T \frac{\partial W(\mathcal{O}; \theta)}{\partial \theta_i} \times (F^T W(\mathcal{O}; \theta) F)^{-1} F^T W(\mathcal{O}; \theta) r - \frac{\partial W(\mathcal{O}; \theta)}{\partial \theta_i} r.
\]

(13)

Equation 15 can be expressed much more succinctly by replacing \( (F^T W(\mathcal{O}; \theta) F)^{-1} F^T W(\mathcal{O}; \theta) r \) with \( \mu \) and factoring:

\[
\frac{\partial \mu}{\partial \theta_i} = (F^T W(\mathcal{O}; \theta) F)^{-1} F^T \frac{\partial W(\mathcal{O}; \theta)}{\partial \theta_i} (-F \mu + r).
\]

(14)
can be used to maximize a margin, similar to the margin in the Support Vector Machine literature, between the correct output from a graphical model and all other possible outputs. In [20], Taskar et al. show how a loss function can be upper-bounded with a hinge function and the parameters can be found using convex optimization. In [1], Altun et al. present a similar formulation.

Unlike [20] and [1], this work does not rely on machine from convex optimization. Instead, the gradient is calculated analytically and standard gradient-based optimization techniques can be used to optimize the loss function. Relying on convex optimization limits the types of weight-functions and loss-functions that can be used. The only restriction on the weight functions in the GCRF formulation presented in this paper is that they be differentiable.

It should be noted that in our formulation, the learning algorithm takes into account the loops in the graph representation of the CRF, unlike systems trained using pseudo-likelihoods, such as [8].

The GCRF model can also be viewed as a type of Energy-Based Model [7]. The advantage of Energy-Based Models is that the partition function does not need to be computed when training.

In recent work, Lyu and Simoncelli have also proposed a denoising model which uses Gaussian Random Fields to model Fields of Gaussian Scale Mixtures [9]. A key difference between this work and the GCRF model proposed here is that the GCRF model is not used as a part of a non-Gaussian model. Instead, we focus on optimizing the parameters of the Gaussian model to achieve the best possible performance. This enables us to take advantage of the computational benefits of a purely Gaussian model, which are described in Section 1.

5. Comparing GCRFs to Field of Experts Models for Denoising

To demonstrate the power of GCRFs on a real-world problem, we constructed a GCRF model for denoising images. As stated earlier, a model has three major components: the linear features \( f_1, \ldots, f_{N_f} \), the estimated responses of the features \( r_1(\cdot) \ldots r_{N_f}(\cdot) \), and the weighting functions \( w_1(\cdot) \ldots w_{N_W}(\cdot) \).

To keep the linear system invertible, the first filter, \( f_1 \) is the identity filter with \( r_1(x, y; \mathcal{O}) = \mathcal{O}(x, y) \) and \( w_1(x, y; \mathcal{O}) = 1 \). In other words, the first feature constrains the mean to be somewhat close to the observation.

The remaining filters are a set of eleven \( 3 \times 3 \) derivative filters. The filters are shown in Figure 1. For each of these filters, the estimated response, \( r_i(\cdot) \), equals zero. Essentially, these filters are imposing smoothness constraints.

The weight function associated with each filter is based on the absolute response of the observed image \( \mathcal{O} \) to a set of multi-scale oriented edge and bar filters. These filters are shown in Figure 2. These filters operate at multiple scales in the image. The size of the filters in each of the three rows is 11 pixels, 21 pixels, and 31 pixels. The filters were designed to be elongated in order to be sensitive to extended edges. Due to the large size of the filters, reflected border edges.

4. Related Work

This GCRF model is similar to that used by Tappen, Adelson, and Freeman to learn parameters for decomposing an image into shading and albedo components [16]. That system was also used to denoise images, though with an error slightly higher than the Field of Experts model. The primary differences between that system and the system described here is that many more filters are used and the filter responses are all set to zero. In [16], a semi-parametric regression system was used to estimate the filter responses for horizontal and vertical first-order derivatives. The GCRF model described here uses higher-order derivatives and constrains them to be zero. This better captures the piecewise continuity in images.

A distinguishing characteristic of this method for training is that model parameters are optimized using a loss function that measures the difference between the most likely image and the ground-truth image. This type of training has also been used for discrete-valued graphical models by Collins [4], Taskar et al. [20, 19], and Altun et al. [1]. In [4], Collins shows how a variant of the perceptron algorithm
handling was used when computing the filter responses. A third set of responses was created by squaring the responses of the corresponding edge and bar filters, then adding these values.

Altogether, there are 72 filter responses at each pixel in the image. Denoting the absolute response to each filter at location \((x, y)\) as \(a_1^{(x,y)}, \ldots, a_72^{(x,y)}\), where \(a_j^{(x,y)}\) is a feature containing all ones, the weighting function is

\[
w_i(x, y; \mathcal{O}) = \exp \left( \sum_{j=1}^{72} \theta_j^i a_j^{(x,y)} \right),
\]

where \(\theta_j^i\) represents the weight associated with response \(j\) for filter \(i\). The complete set of parameters, \(\theta\), is the concatenation of the response weights for each filter, \(\theta = [\theta^1 \theta^2 \ldots \theta^{12}]\). The exponential ensures that the weight is always positive.

The intuition behind this weight function is that the observed image, \(\mathcal{O}\), is being used to guess where edges occur in the image. The weight of the smoothing constraints can then be reduced in those areas.

5.1. Training the GCRF Model

We trained the GCRF model by optimizing the response weights, \(\theta\), to minimize the absolute value of the difference between between the predicted image and the true noiseless image, \(T\). To make the loss function differentiable, we used \(\sqrt{(x^2 + 0.1)}\) to approximate \(|x|\). Using the derivations from Section 2.2, the derivative with respect to a particular \(\theta_j^i\) is

\[
\frac{\partial C}{\partial \theta_j^i} = \frac{(\mu - T) \times (F^T W F)^{-1} F^T W \frac{\partial W(\theta, \mathcal{O})}{\partial \theta_j^i} (\mu - T) + r}{((\mu - T)^2 + 0.1)^{\frac{3}{2}}}.
\]

For conciseness, we have dropped the arguments from \(C\) and \(W\). Note that \(\mu\) and \(T\) are vectors, so the division and square-root operations in \(\frac{(\mu - T)}{((\mu - T)^2 + 0.1)^{\frac{3}{2}}}\) are element-wise operations.

We found that optimizing the parameters of the model with this smoothed absolute error criterion led to an estimator that generalized better than the estimator trained using a squared-error criterion. Optimizing under a squared-error criterion causes the algorithm to focus on the images with larger errors. These images are treated equally under the absolute error criterion. This helps generalization performance because outlier images do not receive undue weight during training.

The \(\theta\) vector was optimized using a gradient-descent algorithm with the “bold-driver” heuristic [2]. Under this heuristic, the step size was decreased each time the error in the denoised estimates increased.

The system was trained on forty \(129 \times 129\) patches taken from the same training images used by Roth and Black. White Gaussian noise, with a standard deviation of 25, was added to each observed image. Computing the gradient for two images required approximately two minutes on a 2.4 GHz Intel Xeon processor. Using a computing cluster, we were able to train the model in a few hours. The training images used in training the GCRF model were much larger than the \(15 \times 15\) patches used to train the Field of Experts model, which was also trained using a cluster. It is useful to be able to train on large images because they better match the test images.

5.2. Results

For comparison, we ran the Field of Experts (FoE) implementation provided by Roth and Black on the same 68 test images from the Berkeley Segmentation Database that Roth and Black identified as test images. The observations were created by adding white Gaussian noise with a standard deviation of 25 to each image. The FoE model denoises images by using gradient-descent to minimize a robust cost function. The results vary depending on the step-size parameter used. We found that we obtained images with the highest log-posteriors by optimizing for 5000 iterations with a step-size of 0.6. This enabled us to compare the two models fairly because the results from the GCRF model are optimal under that model.

As Table 1 shows, the GCRF model produces denoised images with a lower error than the Field of Experts Model. In addition, as Table 2 shows, the GCRF model requires nearly half the time to produce a denoised \(481 \times 321\) image. Note that in this table, we have shown the time required for 2500 iterations of the steepest-descent algorithm, which is the number of iterations suggested by Roth and Black.
Table 2. A comparison of the amount of time needed to denoise an image using either the Field of Experts model, which uses steepest-descent, or the GCRF model, which uses the MATLAB linear solver. The Conjugate Gradients method is described in Section 5.3. Times were computed on a 3.2Ghz Intel Xeon Processor.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time to Produce Estimates (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field of Experts (2500 iterations)</td>
<td>376.9</td>
</tr>
<tr>
<td>GCRF (MATLAB linear solver)</td>
<td>180.7</td>
</tr>
<tr>
<td>GCRF (300 conjugate gradient iterations)</td>
<td>97.82</td>
</tr>
</tbody>
</table>

To compare the performance of the two models across the test set, Figure 3 shows a scatterplot of the RMS errors of the images estimated with the two models. Those images where the GCRF model produces a better estimate appear above the red line. As Figure 3 shows, the GCRF model produces the better estimate for the majority of the images. It is important to note that the RMS error is just one type of error metric. Fortunately, if good performance is desired under a specific error metric, the GCRF model can be easily adapted to different error metrics. It should be noted that the GSM denoising algorithm [11] still outperforms both of these models in terms of PSNR.

Figures 4, 5, and 6 show three examples of images from the test set where the GCRF model produces better denoised images in terms of PSNR. Figure 7 shows an example where the Field of Experts model outperforms the GCRF model in terms of PSNR.

Qualitatively, the GCRF model does a much better job at preserving the fine-scale texture. This comes at the expense of eliminating low-frequency noise in smooth portions of the image, which can be seen in Figure 7.

5.3. Iterative Estimation in GCRF models

For large images, the overhead of constructing the matrices and solving the linear system may be prohibitive. In these situations, the denoised image can be obtained by minimizing Equation 5 iteratively. A significant advantage of the GCRF model is that denoising is accomplished by solving a linear system. This linear system can be solved iteratively using the conjugate gradient method. This method converges more quickly than standard steepest-descent [13].

Much of the computation in the conjugate gradient method involves matrix-vector products. When using this method for the GCRF model, each of the matrix-vector products correspond to computing a convolution. This makes each iteration of the conjugate gradient slightly more expensive than an iteration of steepest-descent.

One advantage of the conjugate-gradient method is that there are no step-size parameters. We also found that it converged quickly. After 300 iterations of the conjugate gradient method, the average absolute difference, per pixel, between the iterative estimate and the estimate found with the direct matrix solver was 5.3851e-05. As Table 2 shows, using the iterative solver significantly reduces the amount of time needed to produce an estimate. Further improvements in speed may be possible by using a preconditioner suited for images, such as the preconditioner described in [15].

While the conjugate gradients method could be used to find estimates in the Field of Experts model, the non-linear conjugate gradient algorithm requires line-searches, which would affect its overall performance.

6. Conclusion – Advantages and Limitations of the GCRF Model

We have shown how a Gaussian Conditional Random Field (GCRF) model can outperform the non-convex Field of Experts model on the task of denoising images. The GCRF model produced more accurate estimates, in terms of PSNR, and required less computation to produce estimates. This is significant because of the advantages of the GCRF model:

1. It is convenient to work with. The GCRF model can be implemented using standard numerical linear algebra routines.
2. As Sections 3 and 5 showed, the model can be trained on relatively large images.
3. Any differentiable loss function on the estimated images can be used during training. This is important because the behavior of a system can be significantly influenced by the loss function used to train it. Allowing for different loss functions during training enables a system’s behavior to be controlled more precisely.

One potential limitation of this system is that the system is trained for a specific noise level. This would seem to indicate that a generative model, such as the FoE model, would be more useful for applications involving variable amounts of noise. However, this potential limitation of the GCRF model must be taken in context. First, as we have demonstrated, training the GCRF model is relatively simple, thus making it feasible to train the model for different noise levels. Variable noise could be accommodated by choosing the appropriate weighting coefficients. Second, to
achieve optimal performance in the FoE model, the current state-of-the-art generative model, the parameters predicted by the generative model cannot be used. Instead, the weight of the likelihood term in the log-posterior must be set to a value that is determined conditionally by the noise level in the observation. Thus, the FoE model can be viewed as a conditional model, somewhat akin to the GCRF model.

Another potential limitation of the GCRF is its reliance on the input for setting the weights. Data may be missing or the observations may be of very poor quality. In difficult cases, it may be useful to perform simple pre-processing, such as bilinear interpolation to fill in missing data, before estimating the weights.

Overall though, the GCRF’s convenience, combined with its ability to perform as well as non-convex model, make this model an attractive model for low-level vision and image processing applications.
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Figure 6. In this comparison, the PSNR for the Field of Experts result is slightly lower than the PSNR reported in [12]. We found that as the Field of Experts code optimized the denoised images, the PSNR began to decrease as the log-posterior of the estimate continued to increase. However, the result in (c) is visually quite similar to that in [12].

Figure 7. These images are an example of how the Field of Experts model can produce superior estimates in terms of PSNR. The FoE model is better at removing low-frequency noise from flat regions.


